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Dynamics of thin metal foils irradiated by moderate-contrast high-intensity laser beams
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Laser contrast is a crucial parameter in experiments with high-intensity high-energy pulses. For relativistic intensities of the main pulse \( \gtrsim 10^{19} \text{ W/cm}^2 \), even high-contrast beams can produce plasma on the target surface due to a long nanosecond prepulse action which results in an undesirable early smearing of the target. In particular, dynamics of thin foils under the prepulse action is especially important for the laser ion acceleration technique and x-rays generation. To avoid the influence of the long laser prepulse, a thin foil can be arranged in front of the target. The analysis of the multi-stage foil dynamics is performed using a wide-range two-temperature hydrodynamic model, which correctly describes the foil expansion starting from the normal solid density at room temperature. Simulations show that varying the foil thickness, one can diminish the prepulse transmission through the foil material in many orders of magnitude and at the same time provide the total transparency of the foil plasma by the moment of the main high-intensity ultrashort pulse arrival. Modeling of shielded and unshielded target dynamics demonstrates the effectiveness of this technique. However, the prepulse energy re-emission by the shielding foil plasma can be sizable producing an undesirable early heating of the target placed behind the foil. © 2012 American Institute of Physics. [doi:10.1063/1.3683687]

I. INTRODUCTION

Ultrashort subpicosecond laser irradiation of targets with relativistic pulse intensities \( \gtrsim 10^{19} \text{ W/cm}^2 \) is used in many applications,1 in particular, for the x-ray sources development and warm dense matter production,2 particle acceleration,3 and fast ignition.4 In these experiments, a very important laser parameter is the pulse contrast ratio, which at time \( t \) is defined as the ratio of the prepulse intensity \( I(t) \) to the peak laser intensity of the main pulse \( I_{\text{max}} \). Laser systems based on the chirped pulse amplification technique usually produce two types of prepulses: a relatively low-intensity nanosecond pedestal due to the amplified spontaneous emission and temporal structures on a sub-100 ps time scale.5 Typically, the contrast ratio at \( \sim 1 \) ns before the main pulse is about \( 10^{-6} \) as reported in Ref. 6 and it can be diminished using the plasma mirror technique6,7 or frequency doubling2 by a few orders of magnitude. But even for improved contrast of the order of \( 10^{-8} \), which can be produced by modern setups, for the laser pulses of peak intensities \( \gtrsim 10^{19} \text{ W/cm}^2 \), the energy contained in the nanosecond prepulse is sufficient to generate a plasma at the surface of a solid target, well before the main pulse. This changes a lot the dynamics of high-intensity laser-solid interaction6 and hampers in the application of thin foils and nano-structured targets,8 which can be destroyed completely by the prepulse action.

Thin foils dynamics under the prepulse action is especially important for the promising design of targets for the laser ion acceleration.10 On the other hand, a thin foil can be arranged to shield the main target from the laser prepulse impact. In the latter case, the shielding foil of a proper thickness can totally absorb the prepulse till the moment specified. Indeed, the heating of the foil material results in its subsequent rarefaction. This process leads eventually to the electron density drop below the critical value so the plasma shield becomes transparent for the laser beam. The moment of the foil material transparency depends on the laser pulse intensity profile, foil thickness, material used, etc. In the best case, this moment corresponds to the main pulse arrival time.

In this paper, we analyze the metal foil dynamics under the action of a nanosecond prepulse of the intense laser beam using the model.11 After a short description of the model in Secs. II to IV, the results of simulation of the aluminum thin foil response to a nanosecond prepulse action are presented in Sec. V. The fraction of the laser energy transmitted through the foil is determined together with the estimation of emitted thermal radiation flux. Simulation of shielded and unshielded target dynamics is also performed and discussed. Conclusions are given in Sec. VI.

II. LASER ENERGY ABSORPTION AND REFLECTION

The laser light absorption and reflection can be calculated for an arbitrary profile of high-frequency permittivity by methods of classical electrodynamics. The permittivity is a function of thermodynamic parameters, distribution of...
which in matter can in turn be obtained from the hydrodynamic equations. Non-equilibrium states of matter under fast heating can be taken into account to some extent in a twotemperature approximation. In general, the laser–matter interaction is governed by several characteristic scales such as wavelength, skin layer depth, and also resonance absorption layer for a P-polarized beam.

In one-dimensional approximation, a material permittivity depends on z coordinate only, normal to the target surface so that \( \varepsilon = \varepsilon(z) \) and \( \varepsilon(z) \to -\infty = 1 \). Then, for the S-polarization of the laser field, we can write \( \mathbf{E} = \text{Re}\{\text{Ex}(\omega, t) + \text{Ey}(\omega, t)\sin\theta\} \). \( \mathbf{E} = \{0, E_x, 0\} \), \( \mathbf{k}_L = (\omega/c)\{\sin\theta, 0, \cos\theta\} \). Here, \( \omega_L \) is the laser frequency, \( c \) is the light speed, and \( \theta \) is the incidence angle. For the single component of the electromagnetic field envelope \( E_x(z, t) \) slowly varying in time, one can write

\[
\frac{\partial^2 E_x}{\partial z^2} + k_L^2 \varepsilon(z) - \sin^2\theta |E_y| = 0. \tag{1}
\]

In the case of P-polarization, the single component of the magnetic field envelope \( B_y(z, t) \), \( \mathbf{B} = \{0, B_y, 0\} \) obeys the following equation:

\[
\frac{\partial^2 B_y}{\partial z^2} + k_L^2 \varepsilon(z) - \sin^2\theta |B_x| = 0. \tag{2}
\]

Consider the piecewise constant approximation of the function that describes the complex permittivity of material localized in the range \( z_1 \leq z \leq z_N \), see Fig. 1. The front and back interfaces of the substance are located at \( z = z_1 \) and \( z = z_N \), respectively, the amplitude and phase of the incident electromagnetic wave is determined in the point \( z = z_0 \). At this approximation, in the arbitrary zone \( z_m \leq z \leq z_{m+1} \) for \( m = 0, \ldots, N - 1 \), Eqs. \( \text{(1)} \) and \( \text{(2)} \) have the same form and the type of exact solution

\[
F_m(z) = f_m^{(+)} e^{ik_L(z-z_m)} + f_m^{(-)} e^{-ik_L(z-z_m)},
\]

where \( F = E_y \) or \( B_y \) in the case of S- or P-polarization, respectively, \( f_m^{(+)} \) and \( f_m^{(-)} \) are the amplitudes of right and left traveling waves at \( z = z_m \), respectively, and \( k_m = k_L \sqrt{\varepsilon_m} - \sin^2\theta \) with \( k_L = \omega_L/c \). The permittivity is supposed to be constant \( \varepsilon(z) = \varepsilon_m \) in the range \( z_m \leq z \leq z_{m+1} \).

Taking in mind the continuity of the tangential field components and first derivative jump for the P-polarization, one can write

\[
F_m(z_{m+1}) = F_{m+1}(z_{m+1}), \tag{4}
\]

\[
(\partial F_m/\partial z)_{z_m} = D_m(\partial F_{m+1}/\partial z)_{z_{m+1}}, \tag{5}
\]

where

\[
D_m = \begin{cases} 1, & \text{if S-polarization,} \\ \varepsilon_m/k_m, & \text{if P-polarization.} \end{cases}
\]

Denote the phase \( \psi_m = k_m(z_{m+1} - z_m) \) and rewrite the conditions \( \text{(4)} \) and \( \text{(5)} \)

\[
f_m^{(+)} e^{i\psi_m} + f_m^{(-)} e^{-i\psi_m} = f_{m+1}^{(+)} + f_{m+1}^{(-)},
\]

\[
f_m^{(+)} e^{i\psi_m} - f_m^{(-)} e^{-i\psi_m} = \frac{k_m}{k_m} D_m f_{m+1}^{(+)} - f_{m+1}^{(-)}. \tag{8}
\]

In a vector form, it is equivalent to

\[
C_m f_m = P_m f_{m+1}, \tag{9}
\]

where

\[
f_m = \begin{pmatrix} f_m^{(+)} e^{i\psi_m} \\ f_m^{(-)} e^{-i\psi_m} \end{pmatrix},
\]

\[
C_m = \begin{pmatrix} 1 & 1 \\ -d_m & -d_m \end{pmatrix},
\]

with \( d_m = (k_{m+1}/k_m)D_m \), and

\[
P_m = \begin{pmatrix} e^{i\psi_m} & e^{-i\psi_m} \\ e^{-i\phi_m} & e^{i\phi_m} \end{pmatrix}.
\]

Using Eq. \( \text{(9)} \) for \( m = 0, \ldots, N - 1 \), one can obtain

\[
\tilde{f}_N = (C_N)^{-1} P_N \cdots (C_2)^{-1} P_1 (C_1)^{-1} P_0 \tilde{f}_0 \tag{13}
\]

with \( f_0^{(+)} \) given and \( f_N^{(-)} \equiv 0 \), since no left traveling wave for \( z \geq z_N \). Two unknown values \( f_0^{(-)} \) and \( f_N^{(+)} \) can be easily found from Eq. \( \text{(13)} \).

Finally, the laser absorption term in each zone can be written as

\[
Q_m = \int_{z_m}^{z_{m+1}} l(t) k_L \text{Im} \{\varepsilon_m\} |E(z)|^2 dz, \tag{14}
\]

where \( l(t) \) is the incident laser pulse intensity, and

\[
|E|^2 = \begin{cases} |E_x|^2, & \text{if S-polarization,} \\ |E_x|^2 + |E_z|^2, & \text{if P-polarization.} \end{cases}
\]

The field components \( E_x \) or \( B_y \) are calculated from Eqs. \( \text{(3)} \) and \( \text{(9)} \) for \( f_0^{(+)} \equiv 1 \). The relations between \( E_x \), \( E_z \), and \( B_y \) in the P-polarization case are \( E_x = -i(\varepsilon_k L)(\partial B_y/\partial z), \)

FIG. 1. (Color online) A piecewise constant distribution of permittivity in zones. The electromagnetic field amplitudes \( f_m \) \( \text{(10)} \) are determined on zone boundaries.
\( E_z = -(B_z \sin \theta) c \). Thus, the laser energy absorption in each zone \( z_m \leq z \leq z_{m+1} \) can be determined from Eq. (14).

Coefficients of reflectivity \( R \) and transmission \( T \) are also known \( R = \left| \delta_0^{(-)} / \delta_0^{(+)} \right|^2, \quad T = \left| \delta_N^{(+)} / \delta_0^{(+)} \right|^2 \).

The optical properties of a metal can be described by the Drude model for temperatures below the Fermi one \( T_F \). In aluminum, which is used in this paper the band-to-band contribution \( \omega_{bb} \) to permittivity at the normal conditions is dominant.\(^{12} \) In the present model, the metallic part of permittivity \( \varepsilon_{\text{met}} \) depends on laser wavelength \( \omega_L \), material density \( \rho \), electron temperature \( T_e \) and electron temperature \( T_e \). It can be approximated by a sum of the band-to-band contribution and the intraband Drude-like term,

\[
\varepsilon_{\text{met}}(\omega_L, \rho, T_e, T_r) = \varepsilon_{bb} + 1 - \frac{n_e}{n_{e\text{cr}}(1 + i\nu_{\text{eff}}/\omega_L)},
\]

where \( n_e \) is the electron concentration, \( n_{e\text{cr}} = \omega_e^2 m_e / (4\pi e^2) \) is the critical concentration, \( m_e \) and \( e \) are the electron mass and charge, respectively, and the effective frequency of collisions is \( \nu_{\text{eff}} = \min(\nu_{\text{met}}, \nu_{\text{max}}) \).

The frequency of collisions in a metal state is a sum of electron-phonon and electron-electron scattering

\[
\nu_{\text{met}} = A_1 k_B T_e / \hbar + A_2 k_B T_e^2 / (T_F \hbar).
\]

The peak frequency of collisions is limited by the electron free-path between ions so that

\[
\nu_{\text{max}} = A_3 \sqrt{\nu_{\text{F}}^2 + k_B T_e / m_e} / r_0,
\]

where \( r_0 \) is the interatomic distance, \( \nu_F \) is the Fermi electron speed, and \( k_B \) is the Boltzmann constant.

For hot states at \( T_e \gg T_F \), the plasma model is used in the form\(^ {13} \)

\[
\varepsilon_{\text{pl}}(\omega_L, \rho, T_e) = 1 - \frac{n_e}{n_{e\text{cr}}}[K_1(\xi) - i(\nu_{\text{pl}}/\omega_L)K_2(\xi)].
\]

Here functions \( K_1(\xi) = \frac{8}{\sqrt{\pi}} \int_0^\infty e^{r^2 - r^2 \xi} \frac{r^2}{e^{r^2} - 1} dr = 2 \int_0^\infty e^{r^2 - r^2 \xi} \frac{r^2}{e^{r^2} - 1} dr \) and \( K_2(\xi) = \frac{4}{\sqrt{\pi}} \int_0^\infty e^{r^2} e^{-r^2 \xi} r^2 dr \) are described in Ref. 14. The expression for the plasma frequency has a form

\[
\nu_{\text{pl}} = \frac{4\sqrt{2\pi}}{3} \frac{\langle Z \rangle n_e e^4 \Lambda}{\sqrt{m_e(k_B T_e)^{3/2}}},
\]

where \( \langle Z \rangle = n_i/n_m \) is the mean ion charge with concentration of ions \( n_i \), and \( \Lambda \) is the Coulomb logarithm\(^ {15} \)

\[
\Lambda = \max \left\{ 2, \ln \left( \frac{b_{\text{max}}}{b_{\text{min}}} \right) \right\},
\]

\[
b_{\text{max}} = \max \left\{ \frac{k_B T_e}{4\pi n_e e^2}, \rho \right\},
\]

\[
b_{\text{min}} = \max \left\{ \frac{\langle Z \rangle^2 e^2}{k_B T_e}, \frac{\hbar}{\sqrt{m_e k_B T_e}} \right\}.
\]

We suppose that the metal–plasma transition occurs in the vicinity of the Fermi temperature and thus we can interpolate between these two states to describe permittivity \( \varepsilon(\omega_L, \rho, T_e, T_r) \) in the wide-range of parameters so that

\[
\varepsilon = \varepsilon_{\text{pl}} + (\varepsilon_{\text{met}} - \varepsilon_{\text{pl}}) e^{-A_1 T_e / T_F}.
\]

In Fig. 2, the permittivity (24) is presented for laser wavelength 1.053 \( \mu \)m, normal density, and single-temperature case. The coefficients used in the permittivity model are adjusted to meet the room temperature conditions for aluminum\(^ {16,17} \) and describe experiments on self-reflectivity\(^ {18} \) and pump-probe measurements for \( S_\perp \) and \( P_\parallel \)-polarization\(^ {11} \) (\( A_1 = 4.41, A_2 = 0.8, A_3 = 0.7, \) and \( A_4 = 0.2 \)).

### III. HYDRODYNAMIC EQUATIONS

Preliminary estimation of a substance reaction to the laser impact can be done for sufficiently large spot diameter in 1D geometry although the full picture can be obtained in multi-dimensional modeling only. We describe here the evolution of material parameters using the conservation of mass, momentum and energy of electron, and ion subsystems in a single-fluid two-temperature 1D Lagrangian form

\[
\frac{\partial (\rho)}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0,
\]

\[
\frac{\partial u}{\partial t} + \frac{\partial (\rho u^2)}{\partial x} = -\gamma e(T_e - T_i) / \rho + Q_L / \rho
\]

\[
+ \frac{\partial}{\partial x} \left( \rho \frac{\partial T_e}{\partial x} \right) - \frac{\partial S}{\partial x}
\]

\[
\frac{\partial e_i}{\partial t} + P_e \frac{\partial u}{\partial x} = \gamma_e (T_e - T_i) / \rho.
\]

Here, \( m \) is the mass coordinate, \( dm = \rho dx \); \( u \) is the velocity; \( P_e \) and \( P_i \) are the pressures of electrons and ions,

![FIG. 2](Color online) Interpolation formula (24) for the real (solid black curve) and imaginary (dashed red curve) parts of permittivity for normal density of aluminum 2.71 g/cm\(^3\), laser wavelength 1.053 \( \mu \)m, and \( T_i = T_e \).
respectively; $e_e$ and $e_i$ are the specific energies of electrons and ions, respectively. The energy exchange between electrons and ions is described in our model by the corresponding term with coupling coefficient $\kappa$. The laser energy absorption by the electrons is taken into account using the heat source term $Q_L$, see Eq. (14). The electron wide-range thermal conductivity coefficient $\kappa_e$ is used to represent the electron heat transport in the Fourier form. The integral over the spectrum density of the thermal radiation flux $S$ used in Eq. (27) is described in Sec. IV.

To close the system (25)–(28) by relations $P_e(\rho, T_e)$, $P_i(\rho, T_i)$, $f_e(\rho, T_e)$, $f_i(\rho, T_i)$, we use the semiparametric two-temperature multiphase equation of state (EOS) for aluminum$^{19,20}$ with the Thomas–Fermi expression for the thermal contribution of electrons$^{21}$ instead of the ideal Fermi-gas approximation used in earlier versions of EOS. The equilibrium mean charge of ions $(Z)$ is also known from the electron part of EOS and is used in models of transport coefficients. Thus obtained values of $(Z)$ are similar to interpolation formula (52) in paper.$^{22}$

The EOS is constructed so that the total free energy has a form $F(\rho, T_e, T_i) = F_e(\rho, T_e) + F_i(\rho, T_i)$, composed of two parts. The first term $F_e(\rho, T_e) = F_e(\rho) + F_e(\rho, T_i)$, in turn, consists of electron-ion interaction term $F_e$ (calculated at $T_i = T_e = 0$ K) and contribution of thermal motion of ions $F_i$. An analytical form of $F_e$ has different expressions for solid and fluid phases.$^{23}$ The tables of thermodynamic parameters are calculated taking into consideration an information about phase transitions and metastable regions.$^{24,26}$ The second term $F_i(\rho, T_e)$ is the thermal contribution of electrons described by the Thomas-Fermi model.$^{21}$

Our EOS contains about 40 empirical constants adjusted so that the EOS meets the following requirements: (i) to describe available experimental results on compression and expansion at $T_e = T_i$ for a wide range of densities and temperatures including data on critical and triple points; (ii) to satisfy necessary asymptotes; and (iii) to represent changes of thermodynamic parameters in phase transitions.

The wide-range heat conduction coefficient and coupling parameter are described in detail in Ref. 11. The basic well-established idea$^{27}$ is to use an interpolation between limiting metal and hot plasma cases so that the model consists of three branches. The first one describes the metal state from the normal density and room temperature to near-Fermi temperatures. The model in this first region is adjusted using free coefficients$^{11}$ to meet both the room temperature handbook data and Vienna Ab initio Simulation Package (VASP) findings.$^{28,29}$ Then, the second branch is governed by the maximal frequency of collisions (18) and limits the conductivity and coupling parameter. Finally, the third branch corresponds to the classical hot plasma limit of Spitzer$^{30}$ for $T_e \gg T_F$.

**IV. RADIATION TRANSPORT**

We take into account the thermal radiation energy flux in a diffusion approximation. In 1D case, one can write

$$\frac{\partial S_{io}}{\partial z} = 4\pi j_{io} - \kappa_{o}U_{io}, \quad (29)$$

where $S_{io}$ is the radiation flux density, $U_{io}$ is the radiant energy density, $j_{io}$ and $\kappa_{o}$ are the coefficients of radiation and absorption, respectively, and $\Omega$ is the external boundary of plasma. The integral over the spectrum density of the radiation flux used in Eq. (27) is $S = \int_{\omega} S_{io} d\omega$.

The system (29)–(31) in a group approximation can be transformed to the diffusion equation with appropriate boundary conditions so that

$$\frac{\partial}{\partial z} \left( \frac{c}{3\kappa_{g}} \frac{\partial U_{g}}{\partial z} \right) = 4\pi j_{g} - \kappa_{p}U_{g}, \quad (32)$$

Here index $g$ denotes the heat radiation frequency range $\omega_1 \leq \omega \leq \omega_{i+1}$ for $i = 1, \ldots, N_g$, where $N_g$ is the number of groups ($N_g = 96$ in the presented below results), $\kappa_{p}^g$ and $\kappa_{r}^g$ are the mean Rosseland and Planck absorption coefficients, respectively.

Tables of coefficients $\kappa_{p}^g, \kappa_{r}^g$, and $j_{g}$ are calculated by algorithms from book.$^{31}$ For instance, the absorption coefficient is estimated as

$$\kappa_{io} = \sum_{k\gamma \ell} n_{k}\gamma \ell \sum_{k^*\gamma' \ell'} a_{bb}^{b*} k_{k^* \gamma' \ell'} (\omega) + \sum_{k\gamma \ell} n_{k}\gamma \ell a_{ff}^{g} (\omega) + n_{i}\sigma_{ff} (\omega), \quad (33)$$

where $n_{k}\gamma \ell$ is the concentration of $k$-fold ions in the state $\gamma$ on atomic level $\ell$ and with the moment $J$; $a_{bb}^{b*}, a_{ff}^{b*}, \sigma_{ff}$ are the absorption cross sections of band-to-band transitions, photoionization, and bremsstrahlung, respectively. The summation over indexes $k, s, s', \gamma'$, and $\ell' \gamma'$ is performed for energies $E_{k\gamma \ell} < E_{k^* \gamma' \ell'}$. Calculation of the emittance coefficient $j_{io}$ is done in a similar way.

**V. RESULTS AND DISCUSSION**

Series of simulations are performed for the laser pulses with wavelength $\lambda_L = 1.053 \mu m$ and typical intensity contrast ratio of nanosecond prepulse $C_{np} = 10^{-8}$, see Ref. 4. The main pulse is assumed to be Gaussian with different peak intensities $10^{19} < I_{max} < 10^{20}$ W/cm$^2$, and full width at half maximum (FWHM) pulse duration is $\tau_0 = 0.5$ ps. The picosecond-scale prepulse appearing just before the main pulse is also Gaussian with FWHM duration $\tau_1 = 20$ ps and contrast ratio $C_{ps} = 10^{-4}$. Thus, the laser intensity time profile is modeled by formula

$$I(t) = I_{max} \{C_{ns} + C_{ps} \exp[-\ln(16) t^2/\tau_1^2] + \exp[-\ln(16) t^2/\tau_0^2] \}. \quad (34)$$

These parameters correspond particularly to the petawatt high-energy laser for heavy ion experiments (PHELIX), which is planning to be used for x-ray generation.$^{32}$
In numerical experiment, the aluminum foil of thickness 0.1 \( \mu m \) is irradiated by the right-traveling laser pulse with intensity profile (34) during the time interval \(-2000 \leq t \leq 10 \) ps. We intentionally analyze the normal incidence of the pulse that is just determined by the specific geometry of planned experiments. Initially, the front and back foil interfaces are located at 0 and 0.1 \( \mu m \) positions, respectively. Our aim is to analyze a possibility to use the foil for shielding of the main target from the laser prepulse action. To this end, we calculate the laser intensity transmitted through the foil for four peak intensities \( I_{\text{max}} = (1; 3; 5; 7) \times 10^{19} \) W/cm\(^2\). The results are shown in Fig. 3 and in more detail in the vicinity of the main pulse in Fig. 4.

It is seen in Fig. 3 that the initial transmission increases due to the electron subsystem heating and corresponding permittivity changes for all laser intensities. Then at \( t \gtrsim -1900 \) ps, the transmission drops to a negligible values and at \( t \approx -500 \) ps, it rises again. To explain these processes, consider the evolution of the plasma parameters for presented pulse intensities.

For all four pulse intensities and \( t \gtrsim -1900 \) ps, the thermodynamic and optical parameters of the plasma correspond to a rather hot and dense matter state with a supercritical electron density, see Figs. 5(a) and 6(a) for moment \( t = -995 \) ps. This plasma is non-transparent for the prepulse laser field [see solid (black) profiles of normalized electron density]. The non-zero values of the transmitted laser radiation for \(-1900 \lesssim t \lesssim -500 \) ps in Fig. 3 are determined by the accuracy of the solution to Eq. (9) that is of the order of \( 10^{-9} \).

Starting from moment \( t \approx -500 \) ps, the transmitted intensity grows, see Fig. 3. The reason is in substantial rarefaction of the foil material when the peak electron density is close to the critical value [Figs. 5(a) and 6(a) for moment \( t = -512 \) ps] and below the critical value [Figs. 5(a) and 6(a) for moment \( t = -30 \) ps], while the electron temperature is about 60 eV [Fig. 5(c)] for \( I_{\text{max}} = 1 \times 10^{19} \) W/cm\(^2\) and is about 200 eV [Fig. 6(c)] for \( I_{\text{max}} = 7 \times 10^{19} \) W/cm\(^2\). The ion temperature differs from the electron one in the front and back zones of low-density plasma where the coupling parameter drops with the collision frequency (20), compare panels (c) and (d) in Figs. 5 and 6.

At later time, \( t > -30 \) ps, when the picosecond prepulse, and then the main pulse, arrives upon the target, the foil...
dynamics and its transparency depend substantially on the pulse intensity, see Fig. 4. For relatively low intensity, \( I_{\text{max}} = 1 \times 10^{19} \text{W/cm}^2 \), the electron density grows again and reaches the overcritical value [see Fig. 5(a)] because of intensive ionization process in plasma with more than triple increase of \( \langle Z \rangle \) (from 4 to 13), see Fig. 5(b) for \( t = -30 \) and \( t = -10 \) ps at \( z \approx 40 \mu \text{m} \). The electron temperature achieves \( \sim 1 \text{keV} \) in this process. Such dynamics explains the drop in transmitted intensity clearly seen in Fig. 4 for moments between \(-25\) and \(-5\) ps for the peak laser intensities \( \leq 5 \times 10^{19} \text{W/cm}^2 \).

The other time evolution of the plasma parameters is observed for the laser pulse with peak intensity \( I_{\text{max}} = 7 \times 10^{19} \text{W/cm}^2 \). As a consequence of high electron temperature \( \sim 100 \text{eV} \), the mean ion charge is \( \sim 9 \) for moment \( t = -30 \) ps in the vicinity of electron density maximum \( z \approx 200 \mu \text{m} \). The subsequent ionization observed at \( t = -10 \) ps is close to its maximal value 13 for aluminum, Fig. 6(b). This growth of charge results in \( \sim 50\% \) electron density increase which, however, remains below the critical value. Due to this reason, the very hot [up to 3.5 keV, see Fig. 6(c)] and undercritical plasma is almost completely transparent for the main pulse, see Fig. 4, dashed (red) curve.

Varying the thickness of the foil, one can adjust the moment when the foil plasma becomes transparent and thus diminish the undesirable action of the prepulse of given intensity and duration. The results illustrated in Fig. 4 for \( I_{\text{max}} = 5 \times 10^{19} \text{W/cm}^2 \) show a possibility to improve the laser contrast in many orders of magnitude even for a picosecond-scale laser prepulse. Of course, as the rarefaction of the target during the action of the nanosecond prepulse is a 3D-process, our 1D calculations give only approximate estimation of this transparency moment. In 3D case, one would expect this event to occur earlier. Nevertheless this simple prepulse elimination technique can be used in experiments with a relatively low contrast ratio of the laser pulse.

The possible difficulty in realization of the prepulse cutoff scheme with the aid of a thin metal foil is the laser energy transformation into the thermal radiation. The spectrum of the right-traveling radiation flux (on the back side of the foil) is presented in Fig. 7 for characteristic moment \( t = -995 \) ps and intensity \( I_{\text{max}} = 7 \times 10^{18} \text{W/cm}^2 \). The dominating spectral range for the output flux is close to 200 eV (soft x-ray). This soft radiation is absorbed more effectively in solid targets in comparison with the laser light. Note, that neglecting \( \sigma_{bb} \) and \( \sigma_{bf} \) in Eq. (33) (i.e., the bremsstrahlung only) leads to underestimation of radiation energy losses and up to twice higher foil temperature.

Our modeling results show that the hot plasma radiation flux indeed can be quite intensive and sufficient to heat the target placed behind the foil although the laser beam itself

![FIG. 6. (Color online) The same as in Fig. 5 but for laser pulse with \( I_{\text{max}} = 7 \times 10^{19} \text{W/cm}^2 \).](image)

![FIG. 7. Spectrum of re-emission \( S_{\alpha}(30) \) with 96 groups in the target direction (right) for moment \( t = -995 \) ps and for \( I_{\text{max}} = 7 \times 10^{18} \text{W/cm}^2 \).](image)

![FIG. 8. (Color online) Thermal radiation flux \( S \) behind the foil normalized to incident laser intensity for different peak intensities: \( I_{\text{max}} = 1 \times 10^{19} \text{W/cm}^2 \)—solid (blue) curve; \( I_{\text{max}} = 3 \times 10^{19} \text{W/cm}^2 \)—dotted (green) curve; \( I_{\text{max}} = 7 \times 10^{19} \text{W/cm}^2 \)—dashed (red) curve.](image)
may not reach it. The re-emission in the direction of the target reaches up to 7% of the incident laser energy, see Fig. 8. This heat radiation penetrates into the target and warms it up. The direct simulation of this process for \(I_{\text{max}} = 5 \times 10^{19} \text{ W/cm}^2\), which is the optimal run in terms of maximal target screening, is presented in Fig. 9.

The shielding foil is initially located at \(0 \leq z \leq 0.1 \text{ mm}\) and the bulk target of aluminum is placed behind the foil so that it occupies \(500 \leq z \leq 600 \text{ mm}\). The gap of \(750 \mu\text{m}\) between the foil and target helps to avoid the hydrodynamic interaction between them during the simulation. It is seen that the re-emission radiation flux results in the target material expansion \(\sim 50 \mu\text{m}\) by moment \(995\text{ ps}\). The position of the critical electron density is situated at \(10, 13, \text{ and } 17 \mu\text{m}\) away from the initial target surface position for instants \(-995, -512, \text{ and } -30\text{ ps}\), respectively, see Fig. 9(a). The characteristic temperature of electrons and ions in the near-surface plasma is about \(20\text{ eV}\) during the prepulse action. This target preheating is the result of thermal radiation action only since the laser beam does not reach the target till the moment \(t = -5\text{ ps}\), see dashed-and-dotted (orange) curve in Fig. 4. As one can see in Fig. 9, there is no visible difference in target plasma parameters for moments \(-30\text{ and } -10\text{ ps}\), while the foil plasma demonstrates a sizable growth of \(\langle Z \rangle\) and \(T_e\). The ionization minimum at \(z \approx 500 \mu\text{m}\) in Fig. 9(b) is connected with the formation of strongly coupled degenerate plasma near the surface of the target. Thus, for the described parameters, some target preheating takes place despite the laser light screening and may result in early smearing of the sub-micron structured targets. Besides, the main pulse propagation through the foil plasma may be changed by the relativistic self-focusing effect. However, this substantially 3D phenomenon cannot be described in the framework of our 1D model.

Simulation without the shielding foil demonstrates much more intensive heating and expansion of the target, see Fig. 10. The leading plasma edge at the moment \(-30\text{ ps}\) reaches the position \(\sim -400 \mu\text{m}\) and the entire plasma extent is about \(900 \mu\text{m}\) that is much larger than \(\sim 150 \mu\text{m}\) for the shielded target.

To remedy the problem of the prepulse energy re-emission by the shielding foil and consequent undesirable heating and rarefaction of the main target, one can use the foil material with less nuclear charge (light elements or compounds like CH or CH\(_2\) to reduce the integral radiation flux in the direction of the target) and also increase the gap between the foil and the target. These simulations are in sight.

VI. CONCLUSIONS

In summary, we have used the developed two-temperature single-fluid hydrodynamic model for investigation of dynamics of thin metal foils irradiated by high-intensity laser pulses with moderate contrast. The model describes accurately the laser field propagation and absorption, employs wide-range transport and optical properties, radiation transport, and EOS of the material that is of high importance for correct simulation of a thin target expansion.
starting from the normal conditions. With this model, we have studied the action of nanosecond prepulse of the powerful ultra-short laser on the aluminum foil. The fraction of the laser energy transmitted through the foil is determined together with the estimation of emitted thermal radiation flux.

We have found out that by variation of the foil thickness, one can provide the total transparency of the foil for the main high-intensity ultra-short laser pulse and substantially (in orders of magnitude) diminish the prepulse transmitted through the foil. At the same time, the re-emission of the prepulse energy by the shielding foil can be significant producing an undesirable heating and rarefaction of the target placed behind the foil. Additional calculations should help to adjust shield parameters and reduce the action of the foil plasma re-emission.
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